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SUMMARY

In the mammalian brain, auditory information is
known to be processed along a central ascending
pathway leading to auditory cortex (AC). Whether
there exist anymajor pathways beyond this canonical
auditory neuraxis remains unclear. In awakemice, we
found that auditory responses in entorhinal cortex
(EC) cannot be explained by a previously proposed
relay from AC based on response properties. By
combining anatomical tracing and optogenetic/phar-
macological manipulations, we discovered that EC
received auditory input primarily from the medial
septum (MS), rather than AC. A previously uncharac-
terized auditory pathway was then revealed: it
branched from the cochlear nucleus, and via caudal
pontine reticular nucleus, pontine central gray, and
MS, reached EC. Neurons along this non-canonical
auditory pathway responded selectively to high-in-
tensity broadband noise, but not pure tones. Disrup-
tion of the pathway resulted in an impairment of
specifically noise-cued fear conditioning. This retic-
ular-limbic pathway may thus function in processing
aversive acoustic signals.

INTRODUCTION

The central auditory system in mammalian brains is a complex

system consisting of a number of different nuclei. It starts from

the cochlear nucleus (CN), runs through the superior olivary

complex (SOC), nucleus of lateral lemniscus (NLL), inferior colli-

culus (IC), medial geniculate body (MGB) of thalamus, and ends

in the auditory cortex (AC) (Webster et al., 1992; Ehret and

Romand, 1997). Auditory information is hierarchically relayed

along this neuraxis, with distinct auditory features gradually
406 Neuron 97, 406–417, January 17, 2018 ª 2017 Elsevier Inc.
extracted by its component nuclei (Chechik et al., 2006; Escabı́

and Read, 2003; Webster et al., 1992; Yao et al., 2015; Zhang

et al., 2011). There are two parallel ascending pathways along

this canonical auditory neuraxis: the lemniscal (primary) and non-

lemniscal (secondary) pathways (Hu et al., 1994; Jones, 2003).

The primary pathway carries auditory-specific input and periph-

eral tonotopic maps, while the secondary pathway may be part

of an integrative system involved in polysensory integration,

temporal pattern recognition, and certain forms of learning

(Winer, 1992). Auditory responses in other brain regions are in

general attributed to relays from this neuraxis. For example,

MGB and AC can provide auditory input to the basolateral

amygdala (LeDoux et al., 1985, 1990). Potential major central

pathways beyond the canonical auditory neuraxis, however,

remain poorly studied.

Besides sensory cortices, the entorhinal cortex (EC) is one of

the upper-end structures receiving sensory information. As the

main interface between the neocortex and hippocampus, EC

functions as a hub in a widespread network for memory and

navigation (Buzsáki and Moser, 2013). It is thought that multi-

modal information from various brain areas, both spatial and

non-spatial, is primarily conveyed by EC into the hippocampus

(Ahmed and Mehta, 2009; Buzsáki and Moser, 2013; Fyhn

et al., 2004; van Strien et al., 2009). Auditory-evoked spiking

activity has been reported in EC (Aronov et al., 2017; Rummell

et al., 2016; Vinogradov, 1975). Auditory stimuli also increase

the c-fos staining in EC (Wan et al., 2001). It has been postulated

that the auditory input to EC comes from AC or cortical associa-

tion areas (Moxon et al., 1999), but this idea has rarely been care-

fully examined in anatomical or functional assays. Since EC also

receives potential synaptic projections from a variety of other

brain regions that exhibit responses to auditory stimulation,

such as the amygdala, septal nuclei, and hippocampal formation

(Frank et al., 2000; Justus et al., 2017; Pitk€anen et al., 2000), any

of these structures might be able to drive auditory responses

in EC.

Identifying the neural pathway for relaying auditory information

to EC will be crucial for understanding the processing of sensory
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Figure 1. Auditory Responses in EC and A1

(A) Recording setup. P, post for head-fixation;

S, speaker. Arrows indicate rotation of the plate.

(B) Left: diagram showing loose-patch recording

in EC. Right: spike responses of an example EC

neuron to white noise (80 dBSPL). Top: raster plot.

Bottom: peri-stimulus spike time histogram

(PSTH). Gray box marks the duration of sound

stimulation. Inset: superimposed 50 randomly

selected spike waveforms. Scale: 50 pA, 0.5 ms.

(C) Color-coded spike rates in response to tones

of different frequencies and intensities (i.e., fre-

quency response area) for the same cell.

(D) PSTH generated from spike responses to all

test tones at 80 dB SPL for the same cell. Inset,

superimposed spike waveforms. Scale: 50 pA,

0.5 ms.

(E) Comparison of Z scores for noise responses (at

80 dB SPL) and tone responses (maximum

response within the binned FRA with a 0.5-octave

bin size). Data points for the same cell are

connected with a line. **p < 0.01, paired t test,

n = 26 from 5 animals.

(F) Spike rates evoked by noise at different

intensity levels (i.e., rate-intensity function)

averaged for all the responsive cells (n = 26).

Bar represents SD.

(G) Frequency response area of an example

A1 neuron.

(H) PSTH generated from spike responses to all test tones at 80 dB SPL for the same A1 neuron.

(I) Comparison of maximum Z scores of pure-tone responses between EC and A1 (n = 41 from 8 animals) neurons. **p < 0.01, unpaired two-tailed t test

(equal variances not assumed). Bar represents mean ± SD.

(J) Comparison of onset latencies of maximally evoked noise responses between EC and A1 neurons. p = 0.959, unpaired two-tailed t test. Bar represents

mean ± SD.
cues mediated by this structure. In this study, by combining

electrophysiological assays of neuronal response properties,

anatomical and functional tracing, as well as optogenetic and

pharmacological manipulations, we have elucidated a previously

uncharacterized reticular-limbic pathway that diverges from the

canonical central auditory pathway at the stage of CN. This iden-

tified pathway relays specifically information of high-intensity

broadband noise rapidly to EC and thus may be involved in

transmitting behaviorally significant aversive auditory signals

for emotional and memory functions.

RESULTS

Auditory Responses in the Entorhinal Cortex
To examine auditory responses in EC, we carried out single-cell

loose-patch recordings in awake head-fixed mice (see STAR

Methods). The animal was free to run on a smoothly rotatable

plate (Figure 1A). Auditory stimuli were delivered through a

speaker in the contralateral field. As shown by an example EC

neuron (Figure 1B), the cell exhibited strong spike responses to

white noise at a high intensity of 80 dB sound pressure level

(SPL), with an onset latency of 13.2 ms. On the other hand, no

clear responses to pure tones were observed, as manifested

by the absence of a clear frequency response area (FRA)

(Figure 1C) or increased firing rate in the peri-stimulus spike

time histogram (PSTH) generated from the responses to test

tones (Figure 1D and Figure S1). Noise-evoked spike responses
were observed in about 21% (26 out of 126 recorded neurons,

from 11 mice) of the total recorded EC neurons. A similar trend

was observed in these auditory responsive EC neurons: they

responded robustly to loud noise, but not tones (Figure 1E and

Figure S1). As shown by the average rate-intensity function (Fig-

ure 1F), these neurons started to respond to noise at around 60

dB SPL, indicating a high intensity threshold. Our recordings

were made in both the lateral and medial entorhinal cortex (ECl

and ECm, respectively) (Figures S2A and S2B). Neurons in ECl

and ECm exhibited similar response properties (Figures S2C–

S2E), and they were thus pooled. EC neurons were different

from cells in the primary auditory cortex (A1), which exhibited

typical V-shaped FRAs and robust tone-evoked responses

(Figures 1G–1I). A1 neurons also displayed noise-evoked

responses, with onset latencies not different from EC responses

(Figure 1J). This comparison of EC and A1 response properties,

in particular, the response latency, cast doubt on whether AC or

its downstream association areas could be a direct input source

for the auditory responses observed in EC.

MS Provides Major Auditory Input to EC
To address the above question, we injected rabies virus encod-

ing GFP into ECl (Figure 2A1). Dense retrogradely labeled cells

were observed locally in the EC (Figure 2A1). However, only

very sparse neurons were labeled in AC, temporal association

area (TEA), and ectorhinal cortex (Figure S3A), and no labeled

neurons were found in the auditory thalamus, MGB (Figure S3A).
Neuron 97, 406–417, January 17, 2018 407
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Figure 2. MS Provides Primary Auditory Input

to EC

(A1 and A2) Injection of rabies virus encoding GFP in

the ECl (A1) or ECm (A2). Image on the bottom left

shows the retrogradely labeled cells around the

injection site. Image on the right shows labeled cells in

the MS complex. LS, lateral septum; CP, caudopu-

tamen. Scale bar: 500 mm.

(B) Application of lidocaine and BDA (red) into MS and

recording from EC. Image on the top right shows

representative BDA fluorescence. Scale bar: 500 mm.

Bottom: PSTH for responses of an example EC

neuron to noise (80 dB SPL) before (left) and after

(right) lidocaine application into MS. Insets: super-

imposed spike waveforms. Scale: 50 pA, 0.5 ms.

(C) Multi-unit spike rates in EC evoked by noise in the

control condition and after silencing MS with lido-

caine. Data points for the same animal are connected

with a line. **p < 0.01, paired t test, n = 5 animals.

(D) Multi-unit spike rates in EC evoked by noise in the

control condition and after electrolytic lesion of MS.

**p < 0.01, unpaired two-tailed t test, n = 15 sites from

5 animals. Recording sites in the same animal are

marked in the same color.

(E) Application of lidocaine and BDA into the auditory

cortex and an example image of BDA fluorescence

(right). Scale bar: 800 mm.

(F) Multi-unit spike rates in EC evoked by noise in

the control condition and after silencing AC with

lidocaine. p = 0.823, paired t test, n = 6 animals.

(G) Multi-unit spike rates in EC evoked by noise in the

control condition and after electrolytic lesion of AC.

p = 0.771, unpaired two-tailed t test, n = 15 sites from

4 animals. Recording sites in the same animal are

marked in the same color.
These observations argue against streaming of auditory informa-

tion mainly from the canonical central pathway to EC. On the

other hand, retrogradely labeled cells were robustly found in

themedial septum (MS) complex in the basal forebrain, including

MS and the central sector of the nucleus of the diagonal band of

Broca (NDB) (Figure 2A1, right), as well as in the hippocampus,

retrosplenial cortex (RSP), and claustrum (CLA) (Figures S3B

and S3C). These results are in general consistent with recent

studies on the mesoscopic connectome of the mouse brain

(Oh et al., 2014; Zingg et al., 2014; and data from the Allen Brain

Atlas, Experiment 530000865, http://connectivity.brain-map.

org/). Rabies viral injections targeted in ECm resulted in similarly

dense labeling in the MS complex (Figure 2A2). Previously, audi-

tory responses have been reported in MS (Vinogradov, 1975),

raising the possibility that MS could be a direct input source

of EC.

To test whether MS relays auditory information to EC, we

perfused lidocaine, a voltage-gated sodium channel blocker,

into MS via an implanted cannula (see STAR Methods), while

performing extracellular recording in EC (Figure 2B). The drug

application site was confirmed by the fluorescence of co-applied

biotinylated dextran amine (BDA) (Figure 2B, top right). We found

that noise-evoked spike responses of EC neurons were

eliminated (Figure 2B, bottom, and Figure 2C) after silencing

the MSwith lidocaine (Figure S4A). Responses in A1, in contrast,

were not affected by silencing MS (Figure S4B). Similarly,
408 Neuron 97, 406–417, January 17, 2018
electrolytic lesion of MS (Figure S4D) also blocked auditory

responses in EC (Figure 2D and Figure S4D). In contrast,

silencing ACwith lidocaine (Figure 2E and Figure S4C) or electro-

lytic lesion of AC (Figure S4E) did not affect auditory responses in

EC (Figures 2F and 2G and Figure S4E). Thus, different from a

previous postulation (Moxon et al., 1999), we demonstrate that

MS rather than AC primarily drives the auditory responses

(at least the early responses) observed in EC.

MS Input to EC via Glutamatergic Projections
MS contains neurons of several cell types, including GABAergic,

cholinergic, and glutamatergic (Justus et al., 2017; Saunders

et al., 2015; Xu et al., 2015). GABAergic MS neurons have

been shown to innervate interneurons primarily in EC, and this

projection has been thought to mediate a disinhibitory effect in

EC (Fuchs et al., 2016; Gonzalez-Sulser et al., 2014; Justus

et al., 2017). Glutamatergic neurons have recently been shown

to account for about 25% of the MS neuron population (Colom

et al., 2005; Robinson et al., 2016). We reasoned that to drive

time-locked, sensory-evoked spike rate increases, glutamater-

gic projections might be more effective than disinhibition medi-

ated by GABAergic projections. To test this possibility, we

perfused 6,7-dinitroquinoxaline-2,3-dione (DNQX), a blocker of

glutamate receptors, into EC via an implanted cannula, which

nearly completely blocked the noise-induced spike rate

increases of EC neurons (Figures 3A and 3B), in addition to

http://connectivity.brain-map.org/
http://connectivity.brain-map.org/
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Figure 3. MS Provides Auditory Input to EC

via Glutamatergic Projections

(A) PSTH for spike responses of an example EC

neuron to noise (80 dB SPL) in the control condi-

tion (left) and after perfusing DNQX into EC (right).

Scale: 50 pA, 0.5 ms.

(B) Evoked firing rates of EC neurons in the control

condition and after DNQX application. **p < 0.01,

paired t test, n = 18. Smaller symbols represent

mean ± SD.

(C) Evoked firing rates of EC neurons in the

control condition and after Gabazine application.

p = 0.142, paired t test, n = 17.

(D) Evoked firing rates of EC neurons in the control

condition and after MLA and DHbE application.

*p < 0.05, paired t test, n = 17.

(E1 and E2) Injection of AAV encoding Cre-depen-

dent ChR2-EYFP into theMS of vGLUT2-Cre mice.

Images show fluorescence labeling in the MS

complex (E1) and fluorescence-labeled axons in EC

(E2, coronal section, anenlarged imageof theboxed

area is shown on the right). Scale bar: 500 mm.

(F) Application of blue LED light to the EC surface

and perfusion of DNQX into EC via a cannula (left).

L, LED; R, recording. Middle and right: PSTH for

an example EC neuron before and after DNQX

application. Blue bars indicate LED pulses. Inset:

superimposed spike waveforms. Scale: 50 mV,

0.5 ms.

(G) Spike rates in the presence and absence of

LED stimulation in the control condition (left,

**p < 0.01, paired t test, n = 18) and after DNQX

application (right, p = 0.752, paired t test, n = 15).

Spike rate was measured over the time window

that starts from the onset of each LED pulse and

ends at 10 ms after the offset of the LED pulse.
decreasing the spontaneous firing rate (Figure 3A). In contrast,

perfusion of Gabazine, a GABAergic receptor blocker, did not

significantly affect the peak evoked firing rate within a 50-ms

window immediately after the noise onset (Figure 3C), although

late responses might be altered (Figure S5A). Methyllycaconitine

(MLA) and dihydro-b-erythroidine (DHbE), which blocked cholin-

ergic receptors (Arroyo et al., 2012), only slightly reduced the

response amplitude (Figure 3D and Figure S5B). These data

suggest that the auditory responses in EC aremediated primarily

by glutamatergic transmission.

We further examined axonal projections of glutamatergic MS

neurons by injecting adeno-associated virus (AAV) encoding

Cre-dependent channelrhodopsin2 (ChR2) fused with EYFP in

vGLUT2-Cre mice (Figure 3E1). Tracing of fluorescence-labeled

axons revealed that glutamatergic MS neurons projected

strongly to EC (Figure 3E2). We then activated the ChR2-ex-

pressing axons by delivering blue LED light (473 nm) onto the

surface of EC and recorded spikes from EC neurons (Figure 3F,

left). Pulses of LED light could reliably induce phase-locked

increases of firing rate (Figure 3F, middle), indicating that the glu-

tamatergic projections from MS can efficiently drive EC cells. In

the same cell, perfusion of DNQX into EC completely blocked the

LED-evoked spike responses (Figure 3F, right), confirming that

glutamatergic transmission mediated these responses. In a total

of 17 recorded EC cells (from 3 animals), we observed spike rate
increases in response to LED stimulation, which disappeared

immediately after the DNQX application (Figure 3G). Together,

these data demonstrate that glutamatergic MS projections

primarily drive auditory responses of EC neurons.

MS Receives Auditory Input from PCG
We next examined auditory responses in MS by single-unit

recording (Figure 4A). About 62% of recorded neurons

exhibited acoustic responses (n = 31 out of 50 recorded cells,

from 5 animals). Interestingly, these MS neurons exhibited

transient responses to white noise (Figure 4A), but no apparent

responses to tones (Figure 4B), very similar to EC neurons. In

addition, the noise-evoked responses in MS also showed a

relatively high intensity threshold (Figure 4C). To test whether

MS neurons could be activated in a natural environment,

we applied a thunderstorm sound at different intensities, which

contained epochs of broadband noise (Figure 4D). MS neurons

responded robustly to the thunderstorm sound (Figure 4D), and

the responses also showed a relatively high intensity threshold

(Figure 4E).

We next traced input sources of MS by injecting DG-Rabies-

GFP (Figure 4F). One structure in which dense retrogradely

labeled cell bodies were observed was the pontine central gray

(PCG) (Figure 4F, right), while no cell labeling was found in

midbrain nuclei such as the IC and superior colliculus (SC)
Neuron 97, 406–417, January 17, 2018 409
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Figure 4. Neurons in MS and Its Input Source PCG Exhibited Similar Response Properties as Those in EC

(A) Recording in MS. Image on top shows the track of recording electrode coated with DiI. Scale bar: 500 mm. Bottom: PSTH for spike responses of an example

neuron to white noise (80 dB SPL). Inset: superimposed spike waveforms. Scale: 50 mV, 0.5 ms.

(B) Comparison of Z scores between noise (80 dB SPL) responses and tone responses (maximum within the binned FRA). **p < 0.01, paired t test, n = 31

from 5 animals.

(C) Average rate-intensity function for the responsive MS neurons (n = 31). Bar represents SD.

(D) Top: the spectrogram of thunderstorm sound. Bottom: PSTH for responses of an example MS neuron to thunderstorm sound at two different intensities

(90 and 40 dB SPL). Inset, spike waveform.

(E) Average rate-intensity function for MS neurons responding to thunderstorm sound (n = 23).

(F) Injection of DG-Rabies-GFP into MS. Images show GFP fluorescence in the MS complex (left) and retrogradely labeled cell bodies in the PCG (right).

Scale bar: 500 mm.

(G) Injection of AAV-syn-GFP into PCG. Images show GFP fluorescence in PCG (left) and GFP-labeled axons in the MS complex (right). Scale bar: 500 mm.

(H) Bilateral perfusion of fluorescent muscimol into PCG. Bottom, noise-evoked multi-unit spike rates recorded in MS in the control condition and after silencing

PCG with muscimol. **p < 0.01, n = 5 animals, paired t test.

(I) PSTH for responses of an example PCG neuron to noise (80 dB SPL). Image on top shows the track of electrode. Scale: 500 mm. Inset: spike waveforms.

Scale: 50 mV, 0.5 ms.

(J) Comparison of Z scores between noise and tone (maximally evoked within the FRA) responses. **p < 0.01, paired t test, n = 30 PCG neurons from 5 animals.

(K) Average rate-intensity function for all the responsive PCG neurons (n = 30 from 5 animals). Bar represents SD.
(data not shown). Anterograde tracing of PCG axons confirmed

that they projected to MS (Figure 4G). To test whether PCG pro-

vided auditory input to MS, we perfused muscimol into PCG

while performing extracellular recording in MS. We found that

noise-evoked multi-unit spike responses in the control condition

were eliminated by silencing PCG (Figure 4H), confirming that

PCG provided auditory input to MS. We further carried out sin-

gle-unit recording in PCG to characterize its auditory response

properties. As shown by an example cell (Figure 4I) and summary
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of 30 responsive cells (out of 42 recorded cells, from 5 animals)

(Figures 4J and 4K), PCG neurons exhibited response properties

similar to MS and EC neurons, i.e., they responded robustly to

high-intensity noise but not to tones.

PRN Relays Auditory Information from CN to PCG
We further traced input sources of PCGby injecting AAVretro-Cre

into Ai14, aCre-dependent tdTomato reporter line (Madisen et al.,

2010). We found tdTomato-labeled cell bodies in the dorsal part
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(A) Injection of AAVretro-Cre into PCG of Ai14

mice. Images show strong tdTomato labeling in

the PCG (left) and labeled cells in the dorsal part of

PRNc (right, which is an enlarged image of the

boxed area on the left). Scale bar: 500 mm.

(B) Injection of AAV-syn-GFP into PRN. Images

show GFP labeling in PRN (left) and labeled axons

in PCG (right). Scale bar: 500 mm.

(C) Recording in the PRN region. Image on the left

shows the electrode track. Right, PSTH for

responses of an example PRN neuron to noise

(80 dB SPL). Inset, spike waveforms. Scale: 50 mV,

0.5 ms.

(D) Comparison of Z scores between noise and

tone responses. **p < 0.01, paired t test, n = 23

from 5 animals.

(E) Average rate-intensity function for PRN neu-

rons (n = 23 from 5 animals). Bar represents SD.

(F) Frequency response area of an example PRN

neuron.

(G) PSTH of spike responses of the same cell to

test tones at 80 dB SPL.

(H1 and H2) Injection of AAVretro-GFP into PRNc.

Images show GFP fluorescence around the in-

jection site (H1, right) and retrogradely labeled cell

bodies in the contralateral CN (H2). Scale bar:

500 mm. AVCN, anterior ventral cochlear nucleus;

PVCN, posterior ventral cochlear nucleus; DCN,

dorsal cochlear nucleus; 8n, eighth nerve.
of the caudal pontine reticular nucleus (PRNc) (Figure 5A). Anter-

ograde tracing of PRN axons confirmed their projections to PCG

(Figure 5B), but not to MS (Figure S6). Single-unit recordings in

the dorsal part of PRNc again demonstrated similar auditory

response properties as in PCG, MS, and EC (Figures 5C–5G),

except that the intensity threshold was slightly lower (Figure 5E).

Finally, by injecting AAVretro-GFP into PRNc (Figure 5H1), we

found that the input to PRNc could be traced back to the contra-

lateral CN, including the anteroventral and dorsal cochlear

nucleus (AVCN and DCN, respectively) (Figure 5H2), consistent

with previous reports (Kandler and Herbert, 1991; Lee et al.,

1996), as well as the anterograde tracing data of the Allen Brain

Atlas (Experiment 286556914, http://connectivity.brain-map.

org/). CN is known to receive auditory input directly from the inner
N

ear (Webster et al., 1992). Therefore, PRN

can relay auditory information from CN

to PCG.

The Reticular-Limbic Ascending
Auditory Pathway
The above experiments suggest a non-

canonical central auditory pathway from

the CN to PRN, to PCG, to MS, and

then to EC. We compared response

properties between this reticular-limbic

pathway and the canonical lemniscal

pathway leading to AC. At each succes-

sive stage downstream of CN, neurons
in the reticular-limbic pathway exhibited significantly higher

intensity thresholds than those in the canonical pathway (Fig-

ure 6A). The high intensity threshold first emerged in PRN and

persisted across the successive stages of the reticular-limbic

pathway. The onset latency of auditory responses (quantified

for responses to noise at 80 dB SPL) was progressively

increased along both pathways (Figure 6B), consistent with a

serial connection scheme. The response latency in MS was

comparable to that in the auditory thalamus (ventral MGB), while

the latency in ECwas comparable to that in A1 (Figure 6B). These

data indicate that via the relay by the reticular-limbic pathway,

EC can receive auditory information as fast as A1.

To further demonstrate the functional separation between

the reticular-limbic and canonical central pathways in our
euron 97, 406–417, January 17, 2018 411
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(B) Average response onset latencies at different stages. Bar represents SD.

**p < 0.01, in comparison with the previous stage in the same reticular-limbic

pathway, one-way ANOVA post hoc (Tukey) test.

(C) Noise-induced multi-unit responses in EC before and after silencing PCG

(n = 7 sites from 3 animals). **p < 0.01, unpaired two-tailed t test. Bar repre-

sents mean ± SD.

(D) Noise-induced multi-unit responses in A1 before and after silencing PCG

(n = 7 sites from 3 animals). p = 0.48, unpaired two-tailed t test.
experimental condition, we performed multi-unit recording in EC

or A1 and silenced PCG with muscimol. Silencing PCG blocked

noised-evoked spike responses in EC (Figure 6C) but did not

affect auditory responses in A1 (Figure 6D).

Involvement in Auditory-Related Conditioned Fear
Memory
It has been well documented that PRNc mediates acoustic star-

tle response (ASR) (Koch and Schnitzler, 1997; Lee et al., 1996).

We first examined whether the identified reticular-limbic

pathway could play a role in ASR by monitoring the Preyer’s re-

flex, manifested by movements of pinna immediately following

the exposure to a loud sound (Jero et al., 2001) (Figure 7A). In

the control condition, noise (80 dB SPL) successfully elicited

the Preyer’s reflex in >90% of randomly tested trials, and tones

(80 dB SPL, 7.5 kHz) induced weaker reflexive responses in a

slightly lower percentage of trials (Figure 7B). Neither silencing

PCG with muscimol nor silencing MS with lidocaine had any
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effect on the reflexive response (Figure 7B), indicating that the

reticular-limbic pathway is not involved in ASR.

EC is known to be involved in memory functions (Andersen

et al., 2006; Buzsáki and Moser, 2013; Li et al., 2017). We

wondered whether the reticular-limbic pathway to EC could

play a role in establishing auditory-related memory. To test

this possibility, we employed a classic conditioned fear

response assay (Fanselow and Poulos, 2005; Letzkus et al.,

2011; Romanski and LeDoux, 1992). For conditioning, mice

were exposed to five pairings of a conditioned stimulus (CS,

20 s white noise, 80 dB SPL) and a foot shock (unconditioned

stimulus [US]) (Figure 7C). On the following day, they were

exposed to the CS alone without foot shocks in a different

context as to measure the cued conditioned response (Fig-

ure 7C), which was quantified as the percentage of time

freezing during the presentation of CS. Naive animals having

not experienced the pairings of CS and US did not exhibit

freezing upon CS presentation, whereas conditioned control

and saline-perfused control (EC-perfused, 85% ± 4%, n = 5;

MS-perfused, 89% ± 7%, n = 4; PCG-perfused, 87% ± 5%,

n = 4) animals exhibited robust freezing on the testing day (Fig-

ure 7D). Perfusion of lidocaine into EC bilaterally just before

parings of CS and US, i.e., to silence EC activity during condi-

tioning, dramatically reduced the freezing time measured on

the following day (Figure 7D, DEC), consistent with the previous

notion of involvement of EC in the formation of fear memory

(Baldi et al., 2013; Sparta et al., 2014). Silencing MS or PCG ac-

tivity during pairings of CS and US also significantly impaired

the freezing response, although to a lesser extent (Figure 7D,

DMS, DPCG). In contrast, silencing AC during conditioning

had no effect on the freezing response on the testing day (Fig-

ure 7D, DAC).

Since neurons in the reticular-limbic pathway exhibited little

response to tones, we reasoned that tone-conditioned fear

memory might not be affected by interrupting this pathway.

To test this idea, we trained mice by pairing a tone (80 dB

SPL, 7.5 kHz) with a foot shock for ten times. Control mice

exhibited robust freezing on the testing day after conditioning

(Figure 7E). Silencing MS and PCG during conditioning had

no effect on the freezing time (Figure 7E), indicating that the

reticular-limbic pathway is not involved in tone-conditioned

fear learning. Consistent with a previous study (Romanski and

LeDoux, 1992), we found that AC was also not required for

tone-cued fear conditioning (Figure 7E). It should be noted

that different results have also been reported (e.g., Banerjee

et al., 2017), which may be attributed to differences in experi-

mental conditions. As summarized in Figure 7F, disrupting

activity in nuclei of the reticular-limbic pathway during condi-

tioning specifically reduced noise- but not tone-conditioned

fear response, indicating that this pathway plays a role in

transmitting specifically noise signals for the formation of audi-

tory-related conditioned fear memory.

DISCUSSION

Auditory Responses in the Limbic System
Information processing in the mammalian brain relies on a

hierarchical relay of sensory input along central processing
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Figure 7. The Reticular-Limbic Pathway

Plays a role in Auditory-Related Condi-

tioned Fear Memory

(A) A schematic illustration of test of the Preyer’s

reflex.

(B) Percentage of successful trials showing

Preyer’s reflex immediately following noise (left)

or tone (right) presentation for the control group

(n = 6 animals) as well as PCG (n = 6 animals,

bilaterally with muscimol) and MS (n = 6 animals,

bilaterally with lidocaine) silencing groups.

Each data point represents one animal. Bar

represents SD.

(C) Diagram showing the conditioned fear

response assay. For training, 1-s foot shock co-

terminated with 20-s sound.

(D) Percentage freezing time during presentation

of noise (80 dB SPL) alone on the testing day for

naive (n = 6 animals), noise-conditioned control

(n = 6), saline-injected control (n = 4, into EC)

groups as well as for experimental groups in which

EC (n = 5, with lidocaine), MS (n = 5, with lido-

caine), PCG (n = 5, with muscimol), or AC (n = 5,

with lidocaine) was silenced during conditioning.

Bar represents SD. **p < 0.01, one-way ANOVA

post hoc (Tamhane) test.

(E) Percentage freezing time during presentation

of tones (80 dB SPL, 7.5 kHz) alone in the tone-

conditioned control (n = 5 animals), as well as in

the experimental groups in which MS (n = 5), PCG

(n = 5) or AC (n = 5) was silenced during condi-

tioning. Bar represents SD.

(F) Summary of percentage reduction of freezing

time in experimental groups in which MS, PCG, or

AC was silenced during conditioning [(experi-

mental – saline-injected control)/experimental,

bootstrap resampling]. Bar represents mean ± SD.

**p < 0.01, unpaired t test.
pathways. To understand this process, it is fundamental to

characterize neuronal responses at each stage of these path-

ways. In the auditory system, previous studies have predomi-

nantly focused on the well-characterized auditory neuraxis

from the CN to AC. However, in several earlier studies, auditory

responses have also been reported in brain regions beyond the

canonical neuraxis, in particular, the nuclei associated with the

limbic system, e.g., the cingulate cortex, lateral and basolateral

amygdala, dentate gyrus of hippocampal formation, septum,

entorhinal cortex, and mammillary body (Vinogradov, 1975). In

those studies, auditory response properties have not been

characterized quantitatively. It thus has remained unclear

what auditory pathways are underlying these acoustic

responses. In the present study, we compared neuronal

responses to noise and tone stimuli and their temporal proper-

ties in the limbic system. Our findings of MS and EC neurons

responding specifically to high-intensity noise are consistent

with previous observations that neurons in the limbic system

could be driven more efficiently by loud click sounds (Vinogra-

dov, 1975) and that tone-evoked Ca2+ responses were absent

at the EC axon terminals in the hippocampus (Lovett-Barron

et al., 2014).
Auditory Responses in Pontine Nuclei
PRNc is known to be involved in acoustic startle response

(Koch and Schnitzler, 1997; Lee et al., 1996). For this reflexive

behavior, PRNc neurons receive auditory input from the cochlear

nucleus and project to the spinal cord to drive motor neurons,

resulting in muscle contractions (Koch and Schnitzler, 1997).

Our behavioral experiments demonstrate that disrupting activity

of the nuclei in the reticular-limbic pathway downstream of PRNc

does not affect ASR (Figure 7B). Therefore, the pathway delin-

eated in this study is likely separate from the circuit mediating

ASR, although it also relies on PRNc to receive auditory input

(Figure 8).

It has been observed previously that PRN neurons respond to

tone stimuli only with intensity as high as 80 dB SPL (Lee et al.,

1996; Lingenhöhl and Friauf, 1994). Our result confirmed this

point (Figure 5G). More importantly, our data show that PRN

neurons can be more efficiently driven by noise stimuli, with a

moderate intensity threshold. This may result from a conver-

gence of multiple relatively weak CN inputs with different fre-

quency preferences onto a single PRN neuron. Consistent with

a previous report (Kandler and Herbert, 1991), our retrograde

labeling experiments indicate that both AVCN and DCN project
Neuron 97, 406–417, January 17, 2018 413
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to PRN, suggesting that a variety of CN cell types, e.g., giant

neurons in deep layers of DCN (Romand, 1997), may provide

input to PRN neurons.

Modulation of PRN activity has been implicated in the prepulse

inhibition of ASR (Carlson and Willott, 1998; Lingenhöhl and

Friauf, 1994). In this case, PRN is considered as a terminal struc-

turewheremultiple formsofmodulation can take effect (Koch and

Schnitzler, 1997). However, the roles of its broad projections to

the reticular formation and midbrain (Iwasaki et al., 1999) remain

unknown. In this study, our results suggest that PCG integrates

auditory information from the PRN and then relays it to the fore-

brain. Since PRN ismultisensory (Yeomans et al., 2002), it is likely

that multisensory information can also be relayed via PCG toMS.

A Non-canonical Central Auditory Pathway
Our study, for the first time, has elucidated a complete central

relay pathway divergent from the canonical auditory neuraxis (Fig-

ure 8). We demonstrate that auditory responses, at least the early

responses, in EC are primarily driven by MS. This is supported by

both the anatomical and pharmacological evidence. It appears

that the reticular-limbic and canonical pathways are mostly inde-

pendent of each other, since silencing MS has no effect on audi-

tory responses in AC (Figure S4B) and silencing AC has no effect

on the responses in EC (Figure 2F). On the other hand, we should

note that our anatomical data (Figure S3) and previous tracing

results (Allen Brain Atlas, http://connectivity.brain-map.org/)

both indicate that there are relatively sparse projections from

AC to EC and that EC may also receive indirect inputs from AC

via TEA, ectorhinal, or perirhinal cortical regions (Burwell and

Amaral, 1998; Kotak et al., 2015). Since in this study we have

focused explicitly on short-latency responses in EC, it remains

possible that AC-mediated direct or indirect inputs can contribute

to some late responses. The functional interactions between AC

and EC remain to be further investigated in the future.

It is somewhat surprising to find that MS relays the primary

auditory input to EC. Although auditory responses were previ-
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ously observed in MS (Miller and

Freedman, 1993; Vinogradov, 1975),

the structure has mostly been implicated

in driving oscillatory activity in the

hippocampus and relaying information

of locomotion speed (Fuhrmann et al.,

2015; Justus et al., 2017; Robinson

et al., 2016). In the present study, we

showed that MS neurons could respond

robustly to broadband noise contained in

natural sounds. It is thus possible that
MS can perform multiple functions, possibly through recruiting

distinct types (Gonzalez-Sulser et al., 2014; Saunders et al.,

2015) or subsets of neurons under different contexts.

Functional Implication for the Reticular-Limbic Auditory
Pathway
The limbic system, especially its components EC, MS, and hip-

pocampus, is known to be critically involved inmemory functions

(Andersen et al., 2006). It is thus straightforward to postulate that

one functional purpose of the reticular-limbic pathway is to relay

some salient signals rapidly for memory storage or retrieval.

Neurons in PRN acquire auditory response properties very

different from their source neurons in CN, indicating that sound

information has been filtered at this stage. Across all the succes-

sive stages, broadband noise stimuli more efficiently drive

neuronal responses than pure tones, although tones of very

high intensity (>90 dB SPL) may elicit some responses (data

not shown). In our previous studies, we have shown that loud

noise can trigger flight response in rodents (Xiong et al., 2015;

Zingg et al., 2017). Thus the pathway delineated in this study

appears to specifically convey acoustic information of aversive

nature. As EC projects to the dentate gyrus of the hippocampus

and primarily drives auditory responses there (Deadwyler et al.,

1981), the reticular-limbic pathway may provide a route for the

fast relay of aversive, behaviorally significant acoustic signals

to the hippocampus.

It is interesting to note that silencing EC produced a larger

effect on fear conditioning than disrupting each earlier stage

in the reticular-limbic pathway (Figure 7D). We reason that EC

is likely a late-stage center for integrating information from

various sources essential for the formation of fear memory.

That is, it receives input not only from MS as we demonstrate

in this study, but also from other pathways, e.g., via the

amygdala, which is also important for the formation of fear

memory (LeDoux, 2012). In addition, our data demonstrate

that inactivating each stage of the reticular-limbic pathway

http://connectivity.brain-map.org/


during conditioning impairs noise-conditioned but not tone-

conditioned fear memory. This result is consistent with the

observation that this pathway transmits little tone information

and suggests that transmitting noise signals along the pathway

is essential for the formation of noise-specific conditioned fear

memory. On the other hand, tone signals may be transmitted

through other pathways, e.g., via the amygdala (Ehrlich et al.,

2009; Haubensak et al., 2010; Wolff et al., 2014), to form

tone-specific fear memory. How the auditory information of

noise is processed beyond EC will be of great interest for future

investigations.
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Antibodies

Fluorescent Nissl Stain Invitrogen N21483

Bacterial and Virus Strains

AAV9.EF1a.DIO.hChR2(H134R)-EYFP.WPRE.hGH UPenn vector core Addgene 20298

pAAV-Syn-GFP Upenn vector core Addgene 58867

AAVretro-GFP Tervo et al., 2016 N/A

DG-rabies-GFP Salk Institute N/A

Chemicals, Peptides, and Recombinant Proteins

Kwik-Cast Sealant WPI KWIK-CAST

DiI Invitrogen D282

lidocaine Alfa Aesar T06C018

paraformaldehyde Alfa Aesar 10194340

NaCl OmniPur UI27FZEMS

KCl Mallinckrodt 7447-40-7

NaHCO3 EMD Chemicals 48204847

MgCl2 J.T. Baker 7791-18-6

CaCl2 EMD Chemicals 41046444

glucose Sigma SLBC6575V

sucrose Millipore D00168514

Agarose OmniPur 3332C511

Muscimol, >98%; Tocris; 10 mg Fisher Scientific 28910

Experimental Models: Organisms/Strains

Mouse: C57BL/6J Jackson Lab Stock No: 000664; RRID:

IMSR_JAX:000664

Mouse: Ai14 Jackson Lab RRID: IMSR_JAX:007914

Mouse: vGlut2-IRES-Cre mice Jackson Lab RRID: IMSR_JAX: 016963

Software and Algorithms

Data acquisition with Labview Labview http://www.ni.com; RRID: SCR_014325

Custom-written MATLAB

code for analysis

MATLAB http://www.mathworks.com/; RRID: SCR_001622

Allen Reference Atlas Dong, 2007 http://www.brain-map.org; RRID: SCR_006491

Mclust A.D. Redish http://redishlab.neuroscience.umn.edu/

MClust/MClust.html

Offline sorter Plexon https://plexon.com

Prism GraphPad https://www.graphpad.com/scientific-software/

prism/; RRID: SCR_002798

Fiji NIH https://fiji.sc/; RRID: SCR_002285

Other

Free Field Speaker Vifa XT25G30-04 1’’

Dual Ring Tweeter

N/A

Sound-Attenuation Booth Gretch-Ken Industries N/A

NI board for sound generation National Instrument PCI-6731
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CONTACT FOR REAGENT AND RESOURCE SHARING

Futher information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Li I. Zhang

(liizhang@usc.edu).

EXPERIMENTAL MODELS AND SUBJECT DETAILS

Experiments were performed in the Zilkha Neurogenetic Institute at the University of Southern California (USC), and experimental

procedures in this study were approved by the Animal Care and Use Committee of USC. Male and female C57BL/6J, Ai14

(Cre-dependent tdTomato reporter) mice (Jackson Laboratories, RRID: IMSR_JAX:007914) and vGlut2-IRES-Cre mice (Jackson

Laboratories, RRID: IMSR_JAX: 016963) aged 2–3 months were used in this study. Mice were housed with 12-hr light/dark cycles.

All recordings and behavioral tests were conducted in the dark cycle.

METHOD DETAILS

Head-fixed animal preparation
Three days before the experiment, the mouse was anesthetized with isoflurane (1.5% by volume), and a screw for head fixation was

mounted on top of the skull with dental cement. The head screwwas clamped into ametal post to fix the head. The animal was trained

to run freely on a flat plate rotating smoothly around its center. One day before electrophysiological recordings, themouse was anes-

thetized with isoflurane, and a craniotomy was performed over the intended recording region and then sealed with silicone adhesive

(Kwik-Cast Sealant, WPI) until the recording experiments.

In vivo electrophysiological recordings in awake animals
The following recordings and tests were all performed in a sound-attenuation booth (Acoustic Systems). Individual recording ses-

sions lasted for no more than 2 hr. The animal was given drops of 5% sucrose through a tube during recording break. Loose-patch

and single-unit extracellular recordings in EC were performed according to previous procedures (Liang et al., 2015; Tao et al., 2017),

with a patch pipette filled with an artificial cerebral spinal fluid (ACSF; 126 mMNaCl, 2.5 mMKCl, 1.25 mMNa2PO4, 26 mMNaHCO3,

1mMMgCl2, 2mMCaCl2 and 10mMglucose). Axopatch 200B amplifier (Molecular Devices) was used to record signals. A loose seal

(0.1–0.5 GU) was made on the cell body, allowing spikes only from the patched cell to be recorded in voltage-clamp mode. Signals

were filtered with a 300–3,000 Hz band-pass filter. With large pipette openings (resistance < 6 MU), no cortical fast-spiking neurons

were ever recorded, suggesting that these recording parameters imposed a strong sampling bias toward excitatory neurons, which

have larger cell bodies and more extensive dendritic fields than most inhibitory neurons. This bias has also been shown in our pre-

vious studies (Ibrahim et al., 2016; Liang et al., 2015; Liu et al., 2011). Single-unit recordings in theMS, PCG, and PRNwere performed

using a tungsten electrode (0.5MU impedance,WPI). Data were acquired and digitized at 30 kHz sampling rate (Plexon). Coordinates

for recording were based on the Allen Reference Atlas (Dong, 2007). Some electrodes were coated with DiI (Invitrogen) for the recon-

struction of electrode track (Tao et al., 2017).

Recording in the AC

Auditory cortical regions were pre-mapped with extracellular recordings. The primary auditory cortex was identified by its

tonotopic representation of characteristic frequencies in a caudal-to-rostral (low to high frequency) gradient, relatively

sharp spike FRAs and short response onset latencies, as we previously described (Sun et al., 2010; Zhou et al., 2014;

Tao et al., 2017).

Recording in the MGBv

We mapped the auditory thalamus by extracellular recordings with a parylene-coated tungsten electrode (2 MU, FHC). Single units

were sorted. Mapping was performed in a three-dimensional manner by systematically varying the depth and the x–y coordinates of

the electrode that penetrated the primary auditory cortical surface with an approximately right angle. We distinguished the MGBv

(�2.4–2.6 mm below the auditory cortical surface) from other auditory thalamic divisions based on its tonotopic frequency represen-

tation, relatively sharp spike FRAs and short onset latencies (Xiong et al., 2015).

Recording in the IC

The IC area was mapped by extracellular recordings with a tungsten electrode. Single units were sorted. The ICC region was

identified based on short response latencies (6–8 ms for noise responses), sharply tuned FRAs as well as a dorsal-to-ventral gradient

of characteristic frequencies (from low to high), as described in our previous study (Xiong et al., 2013).

Recording in the CN

We mapped the tonotopy of the dorsal part of CN (DCN) with extracellular recordings, which demonstrated a low-high frequency

gradient along the lateral-medial axis, as described in our previous study (Zhou et al., 2012; Zhou et al., 2015).

Recording in the ECl

The head of the animal was laterally rotated at 45�. A 1x1 mm2 craniotomy window was performed over the juncture of temporal,

occipital, and interparietal bone (3.75 mm lateral to midline, 4.6 mm posterior to bregma). The electrode was penetrated orthogonal

to the cortical surface and below the caudal rhinal vein (�1.75 mm below the pia).
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Recording in the ECm

Craniotomy was performed over the ECm (3.5 mm lateral to midline, 4.9 mm posterior to bregma). During recording sessions, the

animal head was anteriorly rotated at 7� and electrode was vertically penetrated to a depth of �3.5 mm below the pia.

Recording in the MS

Craniotomy was performed over the MS (1 mm lateral to midline, 0.8 mm anterior to bregma). The animal head was laterally rotated

at 13�. The electrode was penetrated to a depth of 4–5 mm below pia and recording position was reconstructed after recording.

Recording in the PCG and PRN

Craniotomy was performed over the PCG and PRN (0.5 mm lateral to midline, 5.5mm posterior to bregma). The electrode was

penetrated to a depth of 3–4 mm below the pia for PCG and 4.5–5.5 mm below the pia for PRN. Recoding position was confirmed

after the reconstruction of the electrode track.

Sound stimulation
A calibrated open field speaker (Vifa XT25G30-04 1’’ Dual Ring Tweeter) was used for sound delivery. Its position was adjusted

according to that of the ear, such that the speaker was 10 cm away from and facing the left ear (contralateral to the recorded brain

regions listed above except CN), with the ear canal aligned with the axis of the speaker. Software for sound stimulation and data

acquisition was custom developed with LabVIEW (National Instruments, Austin, TX), and PCI-6731 NI board (16-bits output, and

1MHz sampling rate) was used for sound generation. The experimental sequence was the same for each recorded cell: testing of

response to 80 dB SPL white noise (20-50 trials, with 5 s inter-stimulus interval), followed by FRA mapping (at least 3 trials) and

then by testing of rate-intensity function (20 trials). For FRA mapping, pure tones (2-32 kHz at 0.1-octave intervals, 50 ms duration,

3 ms ramp) at eight, 10 dB-spaced sound intensities (10–80 dB SPL) were delivered in a pseudo-random sequence. The time interval

and intensity difference between two sequential tones were set at 0.5 s and nomore than 30 dB SPL, respectively, to ensure minimal

interactions between tone responses. Characteristic frequency (CF), the frequency at which the neuron responded to tones with the

minimum intensity, was determined online. For testing rate-intensity function, broadband white noise (1–64 kHz) at twelve intensities

(0–110 dB SPL spaced at 10 dB) were delivered in a pseudo-random sequence (intensity difference between sequential stimuli > 30

dB), with the inter-stimulus interval set as 5 s.

Viral injection
Stereotaxic injection of the virus was carried out as we previously described (Xiong et al., 2015; Zingg et al., 2017). Coordinates for

injections followed those for recording. Mice were anesthetized with 1.5% isoflurane. A small cut was made on the skin covering the

ECl, ECm, MS, PCG, and PRN and the muscles were removed. One�0.2x0.2 mm2 craniotomy window was made for each region as

described in above recording experiments. The following adeno-associated viruses (AAVs, encoding ChR2, or GFP or Cre) or

rabies virus (encoding GFP) (Wickersham et al., 2007) were used depending on the purpose of experiments and strain of mice:

AAV9.EF1a.DIO.hChR2(H134R)-EYFP.WPRE.hGH (UPenn vector core, Addgene 20298), pAAV-Syn-GFP (Upenn vector core,

Addgene 58867), AAVretro-Cre (Tervo et al., 2016), DG-rabies-GFP(Salk Institute). A beveled glass micropipette (tip opening

diameter: �20–30 mm) was used to deliver the virus, and the glass micropipette was attached to a microsyringe pump (World

Precision Instruments). For each injection, 50 nL of the viral solution was injected at a rate of 15 nL min�1. Right after the injection,

the pipette was allowed to rest for 4 min before withdrawal. The scalp was then sutured. Following the surgery, 0.1 mg kg�1 bupre-

norphine was injected subcutaneously before returning the animals back to their home cages. Mice were allowed to recover for at

least 3 weeks.

Optogenetic activation
To activate MS glutamatergic axon terminals in EC, an optic fiber (200 mm, Thorlabs) connecting to a blue LED source (473 nm,

Thorlabs) was positioned close to the surface of ECl. The tip of the optic fiber was covered by agar stained with black pigments

to prevent light leakage. To ensure the specificity of the optogenetic stimulation, no ChR2-expressing fibers and structures other

than the targeted structure should be present in the light pathway within 800 mm from the end of the optic fiber. The axis of the light

pathway was the same as the central axis of the optic fiber, and the illumination angle was determined by the fiber’s NA value. This

rule applied to all of our experiments. After each experiment, the brain was sectioned and imaged under a fluorescence microscope

to confirm the expression of ChR2-EYFP.

Silencing of brain structures
Lidocaine, a blocker of the voltage-gated Na+ channel (2%, dissolved in ACSF containing biotinylated dextran amines, BDA), or

fluorescent muscimol BODIPY (0.7 mM in ACSF with 5% DMSO) was used to silence a targeted brain region. The drug

was applied via implanted cannulas (OD, 300 mm; ID, 140 mm). The silencing efficiency was evaluated for each experiment

by comparing the evoked spike responses before and after the perfusion of the drug (Figure S4). To silence the AC (lidocaine,

volume, 150 nL per hemisphere), the cannula was inserted to a depth of 400 mm below the cortical surface centered on A1.

For MS silencing (lidocaine, volume, 150 nL), the cannula was inserted to a depth of 4250 mm below the surface. For PCG silencing

(muscimol, 100 nL per hemisphere), the cannula was inserted to a depth of 2300 mm below the surface. The spread of lidocaine

was estimated by the fluorescent imaging of BDA. Two hours after injection, the animals were transcardially perfused with 4%
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paraformaldehyde in phosphate-buffered saline. Coronal brain sections (100 mm) were made with a vibratome (Leica Microsys-

tems) and imaged under a confocal microscope (Olympus). For electrolytic lesion, a parylene-coated tungsten electrode

(tip diameter, 45 mm) was implanted to target MS, or AC using the same methods as described above. A direct current of 1mA

from a current source (Keithley Instruments) was applied for 10 s.

Fear conditioning
Mice underwent auditory fear conditioning in custom-made behavioral boxes in a sound-attenuation booth (Gretch-Ken Industries).

The training box was a hard paper box with metal wires on the bottom, and the testing box was an acrylic box with bedding materials.

The conditioning chamber and the test boxwere cleanedwith 70%ethanol before and after each session. The beddingmaterial in the

test box was replaced before each test session. On the first day, after 10 min habituation to the conditioning chamber, animals were

exposed towhite noise (80 dBSPL, duration = 20 s) for 5 times tomeasure the basal level response. On the second day (conditioning),

the animals were exposed to the 20 s noise co-terminated with a 0.75-mA foot shock (5Hz for 1 s with the duration of each

pulse = 100 ms) for 5 times. On the third day, mice were placed in a different context (test box) and given 5 noise presentations in

the absence of foot shocks. Inter-trial interval for noise presentation was randomly chosen from a range of 120 s to 240 s with the

mean of 180 s. All the processes were video recorded, and a blind procedure was implemented for behavioral analysis. The fear

response was scored as the percentage of time freezing during the 20 s presentation of noise alone. The freezing was scored

when no movement (except for respiratory movements) was detected for at least 1 s, and the total freezing time during a sound

presentation was counted based on the video analysis.

Test of the Preyer’s reflex
Mice underwent tests of the Preyer’s reflex in a custom-made behavioral box placed in a sound-attenuation booth (Gretch-Ken

Industries). We conducted testing in the dark. The movement of the animal was monitored using a high speed (240 fps) camera.

The animal was exposed to 80 dB SPL, 200-ms white noise or tones (7.5kHz) for 10 times with a randomly chosen inter-stimulus

interval (3-5 min. A quick movement of pinna within 50 ms after the onset of sound stimulation was considered as a successful trial.

QUANTIFICATION AND STATISTICAL ANALYSIS

Data processing
FRAs were reconstructed according to the array sequence. CF was defined as the frequency that evoked reliable spike responses at

the lowest intensity level. Response onset latency was determined from the PSTH by the time point at which spiking activity

exceeded the average baseline firing rate (measured during the 100-ms time window before the stimulus onset) by 3 standard

deviations of baseline fluctuations. Offline spike sorting (Mclust, written by A.D. Redish, http://redishlab.neuroscience.umn.edu/

MClust/MClust.html; Offline sorter, Plexon) was applied to isolate single units. The signal-to-noise ratio in our recordings was

usually > 10dB. Analysis performers were blind to the allocation of the experiments. All data were first pooled together without

categorizing the neurons according to their recording sites, and randomized batch processing was then performed.

The Z-score was calculated as the evoked firing rate (calculated within a 50-ms window after the stimulus onset) divided by the

standard deviation of the baseline firing rate (calculated within a 100-ms window before the stimulus onset).

Statistics
Shapiro–Wilk test was first applied to examine whether samples had a normal distribution. Leven’s test was used to test the equality

of variances. In the case of a normal distribution, t test, paired t test or analysis of variance test was applied. In the case of unequal

variance, t test with equal variance not assumed was used. In the case of homogeneous variance, one-way ANOVA with Tukey post

hoc test was used; in the case of inhomogeneous variance, one-way ANOVA with Tamhane post hoc test was applied. Data were

presented as mean ± SD if not otherwise specified.
Neuron 97, 406–417.e1–e4, January 17, 2018 e4

http://redishlab.neuroscience.umn.edu/MClust/MClust.html
http://redishlab.neuroscience.umn.edu/MClust/MClust.html

	A Non-canonical Reticular-Limbic Central Auditory Pathway via Medial Septum Contributes to Fear Conditioning
	Introduction
	Results
	Auditory Responses in the Entorhinal Cortex
	MS Provides Major Auditory Input to EC
	MS Input to EC via Glutamatergic Projections
	MS Receives Auditory Input from PCG
	PRN Relays Auditory Information from CN to PCG
	The Reticular-Limbic Ascending Auditory Pathway
	Involvement in Auditory-Related Conditioned Fear Memory

	Discussion
	Auditory Responses in the Limbic System
	Auditory Responses in Pontine Nuclei
	A Non-canonical Central Auditory Pathway
	Functional Implication for the Reticular-Limbic Auditory Pathway

	Supplemental Information
	Acknowledgments
	References
	STAR★Methods
	Key Resources Table
	Contact for Reagent and Resource Sharing
	Experimental Models and Subject Details
	Method Details
	Head-fixed animal preparation
	In vivo electrophysiological recordings in awake animals
	Recording in the AC
	Recording in the MGBv
	Recording in the IC
	Recording in the CN
	Recording in the ECl
	Recording in the ECm
	Recording in the MS
	Recording in the PCG and PRN

	Sound stimulation
	Viral injection
	Optogenetic activation
	Silencing of brain structures
	Fear conditioning
	Test of the Preyer’s reflex

	Quantification and Statistical Analysis
	Data processing
	Statistics




